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Graph Exploration with Embedding-Guided Layouts
Leixian Shen*, Zhiwei Tai*, Enya Shen, and Jianmin Wang

Abstract—Node-link diagrams are widely used to visualize graphs. Most graph layout algorithms only use graph topology for aesthetic goals (e.g.,
minimize node occlusions and edge crossings) or use node attributes for exploration goals (e.g., preserve visible communities). Existing hybrid methods
that bind the two perspectives still suffer from various generation restrictions (e.g., limited input types and required manual adjustments and prior
knowledge of graphs) and the imbalance between aesthetic and exploration goals. In this paper, we propose a flexible embedding-based graph
exploration pipeline to enjoy the best of both graph topology and node attributes. First, we leverage embedding algorithms for attributed graphs to encode
the two perspectives into latent space. Then, we present an embedding-driven graph layout algorithm, GEGraph, which can achieve aesthetic layouts
with better community preservation to support an easy interpretation of the graph structure. Next, graph explorations are extended based on the
generated graph layout and insights extracted from the embedding vectors. Illustrated with examples, we build a layout-preserving aggregation method
with Focus+Context interaction and a related nodes searching approach with multiple proximity strategies. Finally, we conduct quantitative and qualitative
evaluations, a user study, and two case studies to validate our approach.

Index Terms—Graph Embedding, Graph Layout, Graph Exploration.
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1 INTRODUCTION

Graphs are widely used to encode data with topology structures
(e.g., biological networks [6], [22], social networks [81], [5],
and deep learning dataflows [80]). Compared with numerical
assessment, visualizing graphs as node-link diagrams can depict
the overall graph structure for more intuitive and efficient analysis.

Layout is a fundamental task for node-link diagram exploration.
Over the years, various promising layout methods have been de-
signed to visualize graphs, such as force-directed approaches [19],
[68], dimensionality reduction-based algorithms [40], [8], [93],
deep learning-based methods [76], [43], and multi-level ap-
proaches [93], [29]. However, most layout methods are either
topology-driven or attribute-driven, which focus too much on one
side for a certain goal. Graph topology contains connection infor-
mation between nodes and is important for aesthetic presentation
(e.g., with few node occlusions and edge crossings) [19], [30], [17].
Node attributes incorporate various additional information about
the node and are usually used for graph clustering, which partitions
nodes into disjoint communities, and nodes of the same community
share some commonalities [35]. A pure attribute-driven layout can
be overly compact as it does not consider the topology feature.
Ignoring the node attributes may miss the important community
information for analytic goal. In comparison, integrating the two
crucial elements for graph layout has received relatively little
attention in current research [24], [18], [12], [55], [38].

According to our survey, there have been several prior efforts
that attempt to integrate the two perspectives for graph visualization.
However, these hybrid methods have two major issues in terms
of layout quality and generation restriction. For the layout quality,
most middle-ground approaches combine the two elements in a
hierarchical form [35], [62], [2]. For example, Itoh et al.[35] and
OnionGraph [62] first use node attributes to calculate clusters and
then adopt a layout algorithm to position the clusters. The target of
community preservation prevails in these approaches, and aesthetic
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goals play a relatively weak role. Unlike the loosely-coupled
binding style, GraphTSNE [46] leverages Graph Convolutional
Network (GCN) with a modified t-SNE loss to encode graph
connectivity and node attributes together. However, the produced
layouts can not reveal visible communities, which will be further
discussed in the evaluation. For the generation restriction, some
approaches depend on user interaction to adjust the layout [65],
[66], [36], which is usually a time-consuming process. For instance,
MagnetViz [66] allows users to manipulate virtual magnets, which
represent a particular attribute and can attract nodes that meet a set
of associated criteria. However, only a few attributes can be applied
in one manipulation, and it requires users’ prior knowledge of the
graph structure. In addition, many methods also have specific input
restrictions. For example, GraphTSNE [46] can only accept graphs
with multiple attributes as input but fail to handle nodes with a
single or without attribute. MVN-Reduce [49] and JauntyNets [36]
only handle quantitative attributes and are only for dimensionality
reduction-based and force-based layout algorithms, respectively. In
general, the above attempts still have shortcomings about layout
quality (e.g., imbalance between aesthetic and exploration goals)
and generation restriction (e.g., limited input types and required
manual adjustments and prior knowledge of graphs). So our target
is to integrate graph topology and attributes in a flexible and organic
manner to avoid the restrictions and better balance aesthetic and
exploration goals.

Recently, graph embedding has proven effective in obtaining
high-level feature vectors of graphs [47], [21], [92]. An essential
category is based on random walks (e.g., node2vec [27] and Deep-
Walk [57]), which represents the graph as a set of sampled random
walking paths. These methods usually require less computational
cost and are proven flexible and effective. This inspires us to
leverage graph embedding to bind topology and node attributes for
layout and graph exploration.

In this work, we introduce a flexible pipeline (Fig. 1) for
undirected graph exploration that leverages graph embedding
to extract high-level features of attributed graphs, power better
layout results, and guide graph exploration applications. Layout
plays a vital role in the pipeline to visualize the underlying
data insights for further exploration. In the pipeline, we include
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Fig. 1: Embedding-based graph exploration pipeline. The graph embedding algorithm encodes attributed graphs into low-dimensional
vectors, from which can extract rich data insights (e.g., cluster, central nodes, and similarity. The embedding-guided layout method
integrates similarities and connections between nodes to produce aesthetic and community-aware layouts. The generated layout, coupled
with the extracted insights, enables various graph exploration applications (e.g., node aggregation and related nodes searching).

an embedding-driven graph layout algorithm, GEGraph (GE is
short for Graph Embedding). GEGraph combines the similarity
information between nodes in latent space and the connection
information of graph structure to produce visually appealing (e.g.,
with few node occlusions) and community-aware graph layouts,
balancing aesthetic and exploration goals. In addition, GEGraph
is self-automatic and can adapt to graphs with different attribute
types. Based on the high-quality layout, we integrate the data
insights extracted from the embedding vectors to design two
exploration examples: layout-preserving graph aggregation and
multi-strategy related nodes searching. In general, our contributions
are summarized as follows:
• We propose a flexible embedding-based graph exploration

pipeline that extracts high-level features and data insights of
attributed graphs to power layout and exploration.

• We design an embedding-driven graph layout algorithm, which
can bind graph topology and node attributes to produce aesthetic
and community-aware layouts.

• We evaluate the effectiveness of our approach quantitatively and
qualitatively by comparing it with popular layout methods, as
well as a user study and two case studies with real-world data.

2 RELATED WORK

Our work draws upon existing advances in three perspectives, i.e.,
graph layout, graph embedding, and graph exploration.

2.1 Graph Layout

Node-link diagram layout algorithms can be briefly divided into
topology-driven, attribute-driven, and hybrid approaches [55].

Topology-driven. Topology-driven layout algorithms draw
graphs based solely on graph topology. One of the classic families
is force-directed, which generates a force-balanced graph layout by
modeling nodes and edges as physical objects. One representative

example is the Fruchterman-Reingold (F-R) algorithm [19], which
defines a simplified charge-spring model and performs well with
simplicity and scalability. Abundant algorithms are later proposed
by encoding extra information into the physical model [37], [90],
[53], [3], [68], [84]. For example, most recently, PH [68] leverages
the persistent homology features of graphs for interactive layout
manipulation with a novel bar-list design. Another type is dimen-
sionality reduction-based methods, which leverage dimensionality
reduction algorithms to project data onto a 2D space. For instance,
PivotMDS [8] is a sampling-based approximation to classical
multidimensional scaling (MDS) by assigning a subset of nodes
as pivots. HDE [31] is similar to PivotMDS but uses principal
component analysis (PCA) for dimensionality reduction. Recently,
tsNET leverages t-distributed Stochastic Neighbor Embedding (t-
SNE) [40] with a modified cost function to encode the graph as a
2D distance matrix. In recent years, advances in deep learning are
introduced to power automatic graph layout, which performs well
on learning the graph topology and drawing style [76], [43], [42].
However, they are usually limited by the graph size and are not
scalable to solve universal problems. In addition, aiming at reducing
computation time, multi-level methods decompose large graphs into
coarser graphs. They first lay out the coarsest graphs with a force-
directed [75], [29], [20] or dimension reduction-based method [13],
[93] and then use the vertex position as the initialization for the
next finer graph. Most recently, DRGraph [93] enhances the non-
linear dimensionality reduction scheme using a sparse distance
matrix, the negative sampling technique, and a multi-level layout
scheme. The scheme comprises coarsening, coarsest graph layout,
and refinement. In general, although topology-driven algorithms
are effective, they only consider the graph topology but ignore its
important node attributes.

Attribute-Driven. Attribute-driven layouts adopt positions of
nodes to encode attribute information [55]. The most common
strategy is to alter the visual appearance (e.g., color, size, and
shape) of the graph elements through on-node or on-edge encoding.



LATEX, VOL. XX, NO. X, XX 2023 3

For instance, Neuweger et al. [52] make use of on-node encoding
by means of color, where metabolic pathways are overlaid with
multiple attributes (metabolite concentrations). There are also a set
of biological systems that adopt embedded charts (e.g., bar charts,
box plots, etc.) as nodes to visualize multivariate graphs [22].
Faceting is also a common case in attribute-driven layout, which
groups nodes by a categorical attribute and places nodes in each
group with other methods [58], [23], [64], [4], [56]. For instance,
Shneiderman et al. [63] compute graph layouts by semantic
substrates, which are non-overlapping regions, and the node
placement is based on the attributes. Another case is attribute-driven
positioning, which sets the nodes’ position by parts of attributes
(often numerical) [16]. For example, GraphDice [5] proposes the
scatterplot matrix design to manipulate attributes in social networks.
Doerk et al. [16] set the node positions in space by attribute-based
dimension reduction. Additionally, graphTPP [26], [25] emphasizes
using attributes and clustering for graph layout, which can achieve
a clear clustered structure. Attribute-driven positioning is also
commonly used in spatial networks [70], [28] and graphs with
1D attribute (e.g., time [16] and genomic coordinates [51], [41]).
Generally, attribute-driven methods mostly make superficial use of
attribute information and neglect the vital topological structure.

Hybrid. Hybrid approaches attempt to use comprehensive infor-
mation to aid graph layout. For example, MagnetViz [66] arranges
graph nodes with a force-directed algorithm and provides users with
virtual magnets, which acts as a specific attribute and can attract
nearby nodes that meet certain associated criteria. JauntyNets [36]
places attribute nodes on a circle around the graph. Topological
nodes with attribute values above a specific threshold are linked
with the corresponding attribute nodes via node-to-attribute edges
to integrate the attribute information into the force-based layout.
However, the quality of layouts depends on users’ modification of
parameters, and the two methods require users’ prior knowledge of
the graph. GraphTSNE [46] trains a Graph Convolutional Network
(GCN) on a modified t-SNE loss. It accounts for both graph
connectivity and node attributes but suffers from high training
costs and input restrain (must have multiple attributes). MVN-
Reduce [49] combines the two aspects into a unified model to act as
the input of dimensionality reduction-based approaches. However,
it only considers quantitative attributes. Similarly, JauntyNets can
only handle numerical attributes and only apply to force-based
approaches. In addition to general layouts, hybrid approaches are
also used to generate other structural information. In detail, Itoh et
al. [35] combine structural neighborhood and attribute similarity to
generate key-node-separated graph clusters and leverage the stress
minimization layout algorithm to calculate the positions of vertices.
OnionGraph [62] enables node aggregation based on either attribute,
topology, or their hierarchical combination. Wu and Takatsuka [82],
[83] leverage spherical Self-Organizing Map (SOM) to group nodes
with similar attributes to adjacent areas on the circular layout.
Although these approaches are a promising start to combine the
topology and attribute information, they still have drawbacks in
terms of layout quality and generation restriction. In this paper, we
attempt to propose a flexible graph exploration pipeline based on
graph embedding to avoid the generation restrictions and produce
more attractive and community-aware visualizations.

2.2 Graph Embedding

Existing embedding methods can be divided into structure-first and
attribute-first [10].

Structure-first. DeepWalk [57] first leverages random walk to
convert a graph into paths and then adopts the language model to
generate node embedding. LINE [69] learns node representations by
modeling the first-order and second-order proximity. Struc2vec [59]
encodes the role similarity of node structure into a multi-layer
network, where the weight of edges in each layer is determined
by the structural role difference of the corresponding scale.
Role2vec [1] captures the behavioral roles of nodes with structurally
similar neighborhoods (e.g., connectivity and subgraph patterns).
Node2vec [27] presents a new random walk strategy to interpolate
between breadth-first sampling and depth-first sampling. Though
these embedding methods can effectively convert graphs into high-
level vectors, they only consider the graph topology.

Attribute-first. TADW [85] extends DeepWalk to incorporate
a node-context matrix. HSCA [88] integrates homophily, topology
structure, and node content information to ensure effective network
representation learning. However, the two matrix factorization-
based methods are time-and-space-consuming when dealing with
large feature matrices. SNE [47] includes two deep neural graph
models which are used to process structure and attribute informa-
tion in the embedding layer. DANE [21] designs two deep neural
graph models to separate the topology and node attributes and
then applies joint distribution to optimize the result. DVNE [92]
learns a Gaussian distribution in the Wasserstein space as the
latent node representation. BANE [86] defines a Weisfeiler-Lehman
proximity matrix to capture data dependence between node links
and attributes. MetaGraph2Vec [89] and Metapath2vec [15] per-
form scalable representation learning in heterogeneous information
networks through meta-path-guided random walks. The above
methods can capture richer graph feathers but require a long training
time and lacks good scalability.

Considering the diverse graph visualization and exploration
scenarios that depend on graph topology and node attributes at
different levels, we choose a flexible structure-first embedding
approach, node2vec, and extend it to integrate node attributes in
the random work process.

2.3 Graph Exploration

There are various tasks associated with graphs (e.g., correlate,
identify, compare, and categorize) [44], [38]. With the embedding
vectors, we can extract various intent-oriented insights and design
interactive applications for data exploration.

For example, in high level, aggregation is a practical approach
to reduce the complexity of graph layout by creating an overview of
the graph with cluster information [55]. PivotGraph [79] aggregates
nodes by the attributes, and the size of aggregated nodes reflects the
number of nodes with such attributes. Elzen and Wijk [71] design
an approach to provide an overall view for large geographical
graphs. Tensorflow [80] aggregates the mathematical operations
or functions to a module to help increase the interpretability
of users’ models. ASK-GraphView [73] enables clustering and
interactive navigation of large-scale graphs. To interactively explore
the aggregated nodes, Herman et al. [33] introduce Focus+Context,
which aims to show the overall and detailed view in the same area
to reveal the graph structure. In addition, related nodes searching is
a common task in graph exploration with the similarity information.
Chen et al. [11] propose a structure-based suggestive exploration
approach by encoding nodes with vectorized representations. It can
identify similar structures in a large network, by which users can
interact with multiple similar structures. However, it only encodes
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the graph topology information. We propose an embedding-based
approach with three searching strategies.

Our pipeline supports highly customizable graph exploration
applications based on the embedding vectors and graph layout. We
illustrate the scalability of the pipeline with two examples: graph
aggregation and related nodes searching. Furthermore, Pretorius
et al. [38] present a framework of tasks for multivariate networks.
We hope that our pipeline and designed examples can inspire more
interesting graph exploration applications for these analytic tasks,
even with different interaction modalities [67], [61], [9].

3 PIPELINE

In this paper, we contribute an embedding-based pipeline for graph
exploration that considers both graph topology and node attributes,
as shown in Fig. 1. The pipeline is flexible, working as follows:
we first leverage graph embedding algorithms to convert attributed
graphs (A) into low-dimensional vectors (B), which support more
complex data transformation types. Then a set of valuable data
insights (C) can be extracted from the embedding results such
as community clusters, central nodes that are representatives
for communities, similarity between nodes, etc. The insights are
essential for the graph layout and exploration applications. Next,
we design an embedding-driven graph layout algorithm, GEGraph,
that integrates the similarity matrix generated from the embedding
vectors with the adjacency matrix of the graph topology to enhance
existing graph layout method to achieve aesthetic and community-
aware graph layouts (D). With the generated layout and extracted
insights at hand, we can develop various interesting applications
(E) for interactive graph exploration such as node aggregation and
related nodes searching.

In our instantiation, for the graph embedding algorithm, we
extend node2vec [27], a widely used topology-based embedding
method, to node2vec-a (a is short for attribute), by integrating
node attributes as virtual nodes into the random walk process. The
design logic links the two elements in a flexible manner, which will
be discussed in Section 4. For the layout algorithm, we select the
F-R algorithm [19] as a basis for the prototype of GEGraph due
to its wide applications, ease of implementation and integration,
which will be discussed in Section 5. On top of the generated
layout, to demonstrate the usability of the exploration pipeline,
we design a layout-preserving node aggregation application (with
central nodes that are representatives for communities) and a multi-
strategy related nodes searching application (with node similarity),
which will be discussed in Section 6.

The modules are loosely coupled, and the pipeline allows for
a high degree of customisability. On the one hand, users can
replace the embedding and layout algorithm with other advanced
or proprietary approaches to satisfy their certain goals; on the
other hand, users can apply various data mining methods to
extract insights from the embedding-based vectors and design
their interactive graph exploration applications by the intersection
of multiple areas (e.g., visualization, human-computer interaction,
and data science). We also expect more interesting applications
with different graph insights to be designed in the future.

4 ATTRIBUTED GRAPH EMBEDDING

In this section, we leverage attributed graph embedding to integrate
graph topology and node attributes in a flexible manner and
transform graph features into low-dimensional vectors for graph
visualization and exploration.
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Fig. 2: Illustration of modeling graphs with node attributes. Inspired
by node2vec [27], by setting p, q, and r, random walking paths
based on local structure, global structure, and node attribute can be
generated, revealing different proximities.

4.1 Problem Definition

An attributed graph is formally denoted as G = (V,E,Λ), where V
and E are sets of nodes and edges, respectively. Λ = {α1, ...,αm} is
the set of attributes associated with the nodes in V . Each node vi in
V corresponds to a vector [α1(vi), ...,αm(vi)], where α j(vi) is the
attribute value of vi on attribute α j. The goal of embedding is to
generate a mapping function from the bipartite graph to the feature
representation f : G→ Rd , where d is the dimension number of
feature vectors.

In graph visualizations, edges between nodes reflect the
structural connections. Likewise, if two nodes have the same
values on specific attributes, it is intuitive that these nodes have a
semantic connection, which is an important relationship in graph
visualization. So we believe that attributes can work as another
kind of “edge" in graphs. However, as the dependency on topology
and attributes varies in diverse graph visualization and exploration
scenarios, we confront a challenge in applying the embedding
algorithm for graph visualization: how to flexibly extract graph
features in different perspectives, such as local structure, global
structure, and node attributes.

4.2 Graph Modeling

Inspired by node2vec [27], a widely used graph embedding method,
which introduces two notions of a node’s neighborhood for a
flexible biased random walk procedure, we attempt to extend
node2vec to node2vec-a by integrating attributes into the random
walk process and providing flexibility in the transition between
attribute-based and structure-based features for graph visualization.

To this end, we model the graph by extending the definition
of node and edge. As shown in Fig. 2, the attributed graph is
extended by taking attributes {α1, ...,αm} as the virtual nodes
{vα1, ...,vαm}: if node vi has attribute α j, there will generate a
virtual edge between vi and vα j. The extended graph is denoted
as G′ = (V ′,E ′,Λ′), where V ′ is the union set of real nodes and
virtual attribute nodes, and E ′ is the union set of real edges and
virtual edges. Λ′ is the same as Λ. Take attribute a2 in Fig. 2 as an
example, the attribute a2 shared by v and x2 is added into the graph
as a virtual node a2, and edges ev,a2 and ex2,a2 are established. After
the first step walking from u to v, subsequent steps are computed
according to walking parameters.

In addition, the node attributes can be mainly divided into
nominal and quantitative types. Nominal attributes can be directly
converted into virtual nodes in the model. For quantitative attributes,
we leverage the Chi Merge algorithm [45] to discretize them into
bins and adopt the mean value to represent attributes in the bin.
Then they can be processed as nominal ones.
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4.3 Random Walk Strategy

Given a source node u and a fixed random walk length l, the ith
node in the path ci, which starts with c0 = u, is generated by the
following distribution:

P(ci = x|ci−1 = v) =

{
πvx
Z , i f (v,x) ∈ E ′

0, otherwise
(1)

where πvx is the unnormalized transition probability between
nodes v and x, and Z is the normalizing constant. Since E ′ includes
extended attribute edges, the random walk will take node attributes
into account. A significant problem here is how to define the
probability of random walk for virtual attribute nodes.

Let VΛ ⊂V ′ denote the set of virtual attribute nodes in G′, and
α denote the search bias of the next step from the source node
u to the target node x. Formally, inspired by node2vec [27], the
transition probability πvx is designed as:

πvx =

{
1
r , i f v or x ∈VΛ

α(v,x), otherwise
(2)

α(v,x) =


1
p , i f dux = 0

1, i f dux = 1
1
q , i f dux = 2

(3)

where p controls the likelihood of walking to local structure
nodes that are interconnected and belong to the same community
under the homophily hypothesis [87], q controls the likelihood
of walking to global structure nodes that play similar structural
roles in different communities under the structural equivalence
hypothesis [32], and r decides the bias between topology and node
attributes, which extends the definition of graph in node2vec [27].
dux is the shortest distance between the source node u and node x.

Generally, we further divide the proximity in the random
walking process between nodes into three categories:
• Local structural proximity: If p < min(q,r,1), the probability

of returning from the source node to the previous step increases.
Thus, the random walking process is closer to local structure-
based, which encourages moderate exploration.

• Global structural proximity: If q < min(p,r,1), the probability
of walking from the source node to other distant real nodes
increases. Thus, the random walking process is closer to global
structure-based, which encourages outward exploration.

• Attribute proximity: If r < min(p,q,1), the probability of
walking from the source node to virtual attribute nodes increases.
Thus, the random walking process is closer to attribute-based,
which encourages property-preserving exploration.

By adjusting walking parameters p, q, and r, the topology
and attribute information can be encoded into low-dimensional
vectors with different priorities in the embedding process, revealing
different proximities for diverse visualization and exploration
scenarios. Finally, we adopt the Skip-gram model to learn the
latent representation of the graph.

5 EMBEDDING-DRIVEN GRAPH LAYOUT

After embedding, both the topology and attribute information are
mapped into feature vectors. This section will discuss how the graph
layout approach, GEGraph, evolves from the F-R algorithm [19] to
enhance graph layout with embedding results.

5.1 F-R Algorithm

F-R [19] is a typical instance of the force-directed layout algorithm.
The design of attractive and repulsive force is the core of force-
directed layout algorithms. In the F-R algorithm, attractive force
fa(d) is calculated as:

fa(d) =
d2

k
(4)

where d is the current distance of two nodes, and k is a constant to
control the minimal gaps between nodes. Repulsive force fr(d) is
calculated as:

fr(d) =−
k2

d
(5)

Applying the F-R algorithm is an iterative process, and the resultant
force applied on each node makes an offset of position in each
iteration. It repeats until the nodes achieve convergence. The F-R
algorithm can generate visually appealing layouts and is easy to
implement and integrate with our method. So we choose F-R as
the foundation for the prototype. Fig. 3 (a) shows the output of the
F-R algorithm with the Les Misérables [68] dataset, which is the
baseline of our layout algorithm design.

5.2 Dimension Reduction of Feature Vectors

The graph layout process can be viewed as computing a 2D
dimensional position vector for each node. So we first try to directly
leverage dimension reduction technologies to map the embedding
results into a 2D space. Inspired by recent work [91], we apply
t-SNE [72] to the high-dimensional vectors. As Fig. 3 (b) shows,
the resulting layout can reveal proper node distribution information,
where node communities can be distinguished intuitively. However,
edges in the graph are mostly crossed with each other inside
communities, making the layout less aesthetic than Fig. 3 (a).
Due to the fact that whether nodes are linked or not is ignored
in the layout process, the edge crossing problem in Fig. 3 (b) is
predictable. Nevertheless, this layout may be useful when there is
no need to display edges, such as node classification scenarios.

5.3 Layout with Similarity Matrix

We later adopt the F-R algorithm to process the embedding vectors.
For each node pair in the graph, the distance between corresponding
embedding vectors can be computed by euclidean distance. So we
can obtain a n×n similarity matrix Se, where the values represent
the similarity of two nodes. Based on the minimum and maximum
distances in the similarity matrix, each value in Se is further
normalized into the range [0, 1] to generate SE . Then the final
similarity (normalized distances) of nodes a and b is formed as:

similarity(a,b) = 1−SE(a,b) (6)

If similarity(a,b) is larger than similarity(a,c), node a can be
considered more similar to node b than node c. F-R can process
graphs with or without directions and edge weights. As described
in Section 5.1, it takes the adjacency matrix as input. Values in the
adjacency matrix indicate the weights of edges and represent the
topological connections between nodes. In fact, both the adjacency
matrix and similarity matrix are shaped as n×n and indicate node
connectivity and distance information. So we try to replace the
adjacency matrix with the similarity matrix as the input of F-R.
However, as shown in Fig. 3 (c), the output is a hairball-like
structure, and all the nodes distribute uniformly.
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(a) (b) (c) (d) (e) (f)

Fig. 3: Evolution of the embedding-driven graph layout algorithm. (a) is the initial layout of the Les Misérables dataset generated by the
F-R algorithm. (b) is generated by directly using the dimension reduction algorithm, t-SNE, on the embedding vectors. (c) is the result of
treating the similarity matrix as an adjacency matrix with F-R. After applying truncation on the similarity matrix, (d) is generated in
the same way as (c). (e) is the result after integrating the similarity matrix and original adjacency matrix. (f) is the layout with node
classification considered during the integration of similarity matrix and adjacency matrix.

5.4 Truncation Operation on Similarity Matrix

By treating the similarity matrix as an adjacency matrix, the graph
can be regarded as a new complete graph with the same nodes.
If two nodes are far from each other in the embedding space, the
corresponding value in the similarity matrix is small, indicating that
the two nodes are less semantic related. Nevertheless, their impact
on the simulated annealing process in F-R can be significantly
magnified during the iterations, making the nodes in the layout
separate uniformly. Therefore, small values in the similarity matrix
should be filtered out. To this end, we introduce a truncation
function t(x) to process the similarity matrix:

t(x) =

{
0, x < te
x, otherwise

(7)

where te is a parameter to control the threshold. Fig. 3 (d) is the
layout result after applying the truncation function, where nodes
in each community gather too concentrated while some others are
isolated. This is because the similarity matrix generates from feature
vectors, so the layout entirely relies on the embedding results.
Linked node pairs with low vector similarity may be separated
from each other.

5.5 Embedding-Enhanced Adjacency Matrix

Embedding and truncation weaken the original topology infor-
mation, which is also a major problem of dimension reduction-
based methods. Based on the attempts above, we believe that
the original topology structure should be considered. Since the
adjacency matrix represents the topology structure, we propose
combining the adjacency matrix and similarity matrix in the layout
algorithm. With the same size, the two matrices can be integrated
by the weighted sum after normalization. So a new matrix named
embedding-enhanced adjacency matrix N is computed as:

N = w×A+(1−w)×S (8)

where w is the weight parameter. A and S are the adjacency matrix
and similarity matrix, respectively. As shown in Fig. 4, after the
weighted sum, we apply normalization and truncation on N as
described in Section 5.4 to generate the final embedding-enhanced
adjacency matrix. By adjusting w, the layout result can strike a
balance between Fig. 3 (a) and Fig. 3 (c). If w < 0.5, the similarity
information from graph embedding prevails; if w > 0.5, the layout
is stable, and it is a typical F-R style. Fig. 3 (e) results from
applying the embedding-enhanced adjacency matrix, where nodes
with the same label gather into communities. In this example, the
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Fig. 4: Embedding-enhanced adjacency matrix generation. The
weighted sum of the similarity matrix generated from embedding
vectors and the graph’s adjacency matrix is passed to the truncation
function to produce the embedding-enhanced adjacency matrix.

generated layout also has fewer node occlusions and edge crossings
compared to the above attempts.

5.6 Enhancement with Node Classification

We have achieved competitive visualizations compared to the F-R
algorithm, as shown in Fig. 3 (e). Benefiting from the characteristics
of graph embedding, we can further enhance the layout with
classification information of nodes to produce more community-
aware layouts.

With the truncation operation, we can adjust the strength of
connection edges between nodes. In Sections 5.4 and 5.5, we
simply apply the same truncation function to process all the nodes.
However, equally treating all nodes is not conducive to presenting
classification information in the layout. To make the node clusters
more distinguishable, we extend the truncation function t(x) to
t ′(x) with two additional parameters, tein and teout , that represent
the intra- and inter- cluster truncation threshold:

t ′(x,u,v) =

{
0, i f x < pt(u,v)
x, otherwise

(9)

where pt is a function that decides which truncation threshold
parameter to use:

pt(u,v) =

{
tein, i f community(u) = community(v)
teout , i f community(u) 6= community(v)

(10)

where node labels provide the cluster information. We use cluster-
ing algorithms (e.g., K-Means) to cluster the nodes from embedding
vectors if the label is unavailable. Generally, tein is smaller than
teout . The final embedding-enhanced adjacency matrix AE is:

AE [u][v] = t ′(N[u][v]) (11)
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Fig. 5: Detailed view of F-R and GEGraph results comparison.

Fig. 3 (f) is the layout result with AE , and a detailed view of
comparison between results of the original F-R and the improved
GEGraph is shown in Fig. 5. The visualizations generated by F-R
are visually appealing by taking into account a set of aesthetic
criteria (e.g., distribute the verties evenly, minimize edge crossings,
make edge lengths uniform, etc.), but the nodes of different
communities are intertwined and difficult to discern, especially
in the boxed parts of the figures. Compared with F-R and the above
attempts, by organically embedding node connectivity and node
attributes in the layout, GEGraph makes the community information
more visible while retaining the original force-oriented aesthetic
style of F-R. With the visualizations generated with GEGraph, we
can more intuitively observe the scales of each community and
how the communities link with each other.

The above trials reflect how we understand the connections and
differences between embedding vectors and graph topology to build
the final layout approach. In summary, as shown in Fig. 4, first,
GEGraph applies an attributed graph embedding method to generate
embedding vectors from topology information and node attributes.
The vectors are used to calculate a similarity matrix, in which
values represent the distances of nodes in the embedding space.
The similarity matrix reflects the high-level proximity, and the
adjacency matrix represents the basic topology structure. Weighted
sum and truncation operations with clusters are used to integrate
the two matrices and produce an embedding-enhanced adjacency
matrix, which represents a new graph with different edge weights.
Finally, the embedding-enhanced matrix is used as the input of
the F-R algorithm. We just take the Les Misérables dataset as an
example here, more apparent comparisons can be found in Fig. 7.

6 EMBEDDING-GUIDED EXPLORATION

Various insights extracted from the embedding vectors, coupled
with the embedding-driven graph layout, enable abundant graph
exploration applications. In this section, we design two interac-
tive applications as examples, including layout-preserving node
aggregation and related nodes searching.

6.1 Layout-Preserving Node Aggregation

In graph visualization, aggregation is an effective operation to
reduce the complexity of layouts and summarize the content of

Myriel

Fantine

Mme.Burgon

Cosette

Child1

Valjean

Gavroche

Fauchelevent

Javert

Boulatruelle

MotherPlutarch

(a) Aggregation graph (b) Find related nodes

Fig. 6: Interactive exploration on the Les Misérables dataset
based on the layout (Fig. 3 (f)). (a) An aggregation graph to
give an overview with Focus+Context interaction. (b) The node
"Gillenormand" is clicked, and the similar nodes are stressed.

graphs [55]. In the general aggregation process, certain elements
in a graph are classified, and each class is aggregated to show
the connection or difference between classes [79], [80], [54].
Based on the community-aware layout (Fig. 3 (f)), we draw the
aggregation graph (Fig. 6 (a)) to give an overview of the original
graph. The design logic is as follows: aggregated nodes represent
communities. The size of aggregated nodes reflects the scale of
communities. Two aggregated nodes are linked if an edge (u,v)
exists, where u and v are in different communities. The number of
cross-community edges is reflected by the edges’ width between
each pair of aggregated nodes. The positions of the aggregated
nodes are the centers of communities. In addition, we compute
central nodes that are representatives for communities, as shown
in the legend of Fig. 6 (a). The random walking paths generated
in the graph embedding algorithm can be treated as “sentences",
and each node in the path is a “word". We use TF-IDF [60] to
weight each “word" in these “sentences", and the node with largest
numerical weight score in each group is selected as the community
representative.

Inspired by Herman et al. [33] and responsive matrix cells [34],
we employ Focus+Context technology to facilitate interactive
exploration, which allows the viewer to inspect interesting parts
of the graph in detail without losing the global context. As shown
in Fig. 6 (a), the application of F+C can integrate the embedding-
driven graph layout and aggregations in the same view. When the
user clicks an aggregated node, the large aggregated node will be
replaced by a subgraph constructed with the real nodes belonging
to the community. Additionally, inspired by an edge bundling work
of Wang et al. [78], we design the transition effect from aggregated
edges to focused layout edges. The aggregated edge terminates on
the boundary circle, and the cross-community edges are linked from
the endpoint on the circle to real nodes. In order to emphasize that
these edges link the two communities, the Bezier curve algorithm
is applied to make their shapes better. These edges are also drawn
with different colors to indicate which community they link to. As
a result, users can obtain both the global layout and the detailed
community structure with an engaging user experience.

6.2 Multi-Strategy Related Nodes Searching

Another embedding-driven exploration method we design is to
interactively find the related nodes of a specific node, which is
a common visual exploration task in the graph [44]. Existing
solutions usually display neighbors with first-order or second-order
proximity based on the graph topology. Despite the simplicity and
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TABLE 1: The graph datasets used in the evaluation.

Name #node #edge #attribute #label Description

Les Misérables [39] 77 254 0 Yes Characters network of
Victor Hugo’s novel.

Webkb(Cornell) [14] 195 286 1703 Yes Webpage citation network
of Cornell University

Facebook [50] 347 2519 224 No Social network from Face-
book.

Science [7] 554 2276 0 Yes Cross-disciplinary coau-
thorship in science.

Cora [48] 2708 5278 1433 Yes Citation network of scien-
tific publications.

CiteSeer [48] 3264 4536 3703 Yes Citation network of scien-
tific publications.

intuitiveness, they cannot reveal the comprehensive similarity or
higher-order proximity of nodes.

In our application design, after graph embedding, the nodes
are encoded as feature vectors, and the similarity of the nodes can
be calculated with different proximities, as described in Section
4.3. For one specific node, with different random walk strategies,
the layout can find related nodes in three embedding spaces:
local structure level, global structure level, and attribute level.
For example, in a citation graph of the Science dataset [68], the
local proximity of nodes implies the direct citation between papers.
The attribute proximity can find the papers in the same community.
The global proximity indicates the similar structure role in different
communities. As shown in Fig. 6 (b), by clicking one node in
the graph, the similar nodes will be labeled and stressed with
green color through appropriate searching strategies with vector
distances. As a result, users can search related nodes in the graph
with different proximities to satisfy their various exploration tasks.

7 EVALUATION

We evaluate our approach from four perspectives: (1) We validate
the layout quality qualitatively with multiple graph datasets; (2)
We adopt a set of quantitative metrics to measure the readability
of graph layouts; (3) We conduct a user study for human-centered
analysis; (4) We present two case studies on real-world data.

7.1 Experiment Setting

The settings include implementation, datasets, baselines to compare,
and the optional selection of parameters.

Implementation. We coded our approach with Python and
referred to the F-R code of Networkx1 and an efficiency-optimized
version of node2vec2. Our code3 was run in multiple threads on a
PC with Intel(R) Core(TM) i7-9700 CPU, and 16 GB memory.

Datasets. Table 1 lists the information of graph datasets used
in the evaluation, including the number of nodes, edges, attributes,
and whether the class label is provided. Nodes in Les Misérables
and Science are not attached with node attributes, and the label of
nodes is used as the only attribute during graph embedding.

Baseline. We compare our layout algorithm, GEGraph, with
five representative methods (F-R, PH, DRGraph, graphTPP, and
GraphTSNE). Our selection prioritizes approaches that have a wide
range of applications, a publicly available implementation, and a
record of comparison over others. The selected methods cover two
classification dimensions. For groupings from Nobre et al. [55],

1. https://github.com/networkx/networkx
2. https://github.com/VHRanger/nodevectors
3. https://github.com/tzw28/EmbeddingGuidedLayout

F-R, PH, and DRGraph are topology-driven, graphTPP is attribute-
driven, while GraphTSNE is a hybrid approach. For families
in [24], [74], DRGraph and GraphTSNE are dimensionality
reduction-based, F-R, PH, and graphTPP are force-directed, while
DRGraph is a multi-level approach. In addition, to explore the
importance of integrating attributes in the layout, we also include a
node2vec-based version that only embeds the topology information,
GEGraph (node2vec). GEGraph (node2vec-a) is the final version
of integrating attributes.

Selection of Parameters. There are several pending tunable
parameters in our design. Similar to DRGraph [93], we intensively
discuss the selection of parameters here. We have set default values
for simplicity while achieving relatively good results based the
parameter sensitivity analysis. Users are also allowed to finetune
the parameters according to their requirements.
• Random-walk strategy parameters p, q, and r. As demon-

strated in Section 4.3, users can adjust p, q, and r to control
the probability of choosing next node during random walk
process. For the purpose of drawing neighbors or attribute-
similar nodes closer, we often use a lower value (< 1) of q
and r and simply set p = 1 in such cases.

• The matrix weight w. As described in Section 5.5, w balances
the embedding features and topological information. Gener-
ally, we set w = 0.4 to make embedding information more
significant while keeping the overall topology of the graph in
the layout based on the sensitivity analysis.

• The truncation threshold tein and teout . As discussed in Section
5.6, the embedding-enhanced adjacency matrix is filtered by
the truncation function with the threshold tein and teout . A
high tein value will weaken connections between nodes in the
same cluster and a low teout value will keep most connections
between clusters. The layout is more sensitive to tein than teout .
We use tein = 0.4 and teout = 0.6 in general cases based on the
sensitivity analysis.

In addition, the number of iterations of the F-R algorithm is
also a parameter. We are consistent with the design of the original
F-R algorithm, which defaults to 50 iterations. As discussed in [19],
although this is excessive on the smaller graphs, the iterations of
small graphs consume little time. So in general users do not need
to adjust it. For very large graphs, users can increase the number
of iterations appropriately.

7.2 Qualitative Layout Quality

Fig. 7 shows the visualizations generated by GEGraph and baseline
methods. Generally, GEGraph avoids manual adjustments and prior
knowledge requirement and allows more input graph types. We can
observe evident community information and fewer node occlusions
and edge crossings in the layouts created by GEGraph (node2vec-a)
in the study compared to the other methods under evaluation. In
detail, F-R cannot handle the scale properly when dealing with
unconnected graphs, such as Webkb, Facebook, Cora, and CiteSeer,
where the discrete nodes are far from the connected body. When
dealing with large graphs, it usually produces poor layouts as it
converges to local minima and can hardly retain the global structure.
PH initially draws a graph with F-R. Then the user can click the
persistent barcodes to separate the partitions generated by persistent
homology features. Its bar-list integration design is novel but not
effective enough for large graphs. On Cora and CiteSeer, we fail to
identify the most compelling portion barcodes among thousands
of them and spend considerable time drawing a relatively good
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layout with PH. DRGraph focuses on efficiently processing large
graphs. So it performs relatively well on large datasets (e.g., Cora
and CiteSeer). However, it can hardly achieve good global layouts,
and the clutter of unrelated structures usually masks the community
information. The above three methods are all topology-driven
and ignore the node attributes. Yet, graphTPP uses the attribute-
based cluster information to draw community-aware visualizations.
However, it ignores the typological structure. So the generated
layout usually contains compact clusters, where most nodes are
positioned at the same coordinates. GraphTSNE can integrate
node attributes with topology. It performs slightly better than
topology-driven approaches, but the community information is not
distinguishable enough compared with GEGraph. As GraphTSNE

can only process graphs with multiple attributes, Les Misérables,
Facebook, and Science are skipped. GEGraph integrates node
attributes with topological information while preserving F-R’s
"hub-and-spoke" drawing style. The communities are clarified on
small graphs like Les Misérables and Webkb, while the topological
structure still plays a primary role. On large graphs like Cora and
CiteSeer, GEGraph can separate nodes into distinct communities to
avoid a messy visualization. The aggregation views also indicate the
community awareness of GEGraph. If without attributes embedded,
the layouts generated by GEGraph (node2vec) are relatively poor,
which is evident in Webkb and Facebook. So our method can
produce attractive and community-aware graph layouts, striking a
better balance between aesthetic and exploration goals.

Les Misérables Webkb Facebook Science Cora CiteSeer

F-R

PH

DRGraph

graphTPP (-) (-)

GraphTSNE (-) (-) (-)

GEGraph
(node2vec,
without
attributes)

GEGraph
(node2vec-a,
with
attributes)

Aggregation
view of
GEGraph

Fig. 7: Graph visualizations with F-R, PH, DRGraph, GraphTSNE, graphTPP, and GEGraph, as well as the aggregation view.
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7.3 Quantitative Measurement

We further measure the layout results in Fig. 7 with a set of
quantitative readability metrics.

7.3.1 Evaluation Metrics

We adopt six metrics (three for aesthetic goals and three for explo-
ration goals) derived from the evaluation frameworks proposed by
Haleem et al. [30] and Wang et al. [77]. These metrics are also
widely used to evaluate other graph layout algorithms, which are
introduced as follows:
• Node Spread (Nsp) evaluates the node dispersion that measures

the average distance of nodes from the community center.

Nsp = ∑
c∈C

1
|C|∑v∈c

√
(vx− cx)2 +(vy− cy)2 (12)

where C is the set of communities, (vx,vy) and (cx,cy) are the
position of the node and community center, respectively. Higher
Nsp indicates less distinguishable communities in the layout.

• Node Occlusions (Noc) is the count of node pairs that are placed
at the same coordinate within a threshold. The count is further
divided by total number of pairs.

• Edge Crossings (Ec) evaluates the frequency of edge crossing,
which can cause clutter in the layout. General edge crossings
(Ec) is the percentage of crossed edges among all edge pairs.

• Group Overlap (Go) measures the overlap between commu-
nities’ convex hulls, and a small value indicates the visually
apparent group membership in the graph.

Go = 1− 1
|P| ∑g∈P

overlap(g,P\g)
|P\g|

(13)

where overlap(g,P\g) is the number of nodes within the convex
hull between the community g and other communities P\g.

• Community Entropy (H) measures the disorder of the nodes in
the layout. The layout area is divided into uniform rectangular
regions. For each region, the nodes in the region belong to
different communities. p(c) is the percentage of nodes from
community c, then the entropy of the local region is:

H =−∑
c∈C

p(c) log2 p(c) (14)

• Spatial Autocorrelation (C) is a geographical data metric that
measures the community distribution of the layout. For the region
within a certain radius around the node i, Ci is calculated as:

Ci =
∑

N
j=1(1−NormDist(i, j))IsSameCommunity(i, j)

∑
N
j=1(1−NormDist(i, j))

(15)

where N is number of nodes around node i, NormDist(i, j) is
the normalized distance between the two nodes i and j. If they
are from the same community, IsSameCommunity(i, j) returns 0,
otherwise 1. C is the average value of all Ci.

7.3.2 Quantitative Results

The quantitative evaluation results of the layouts in Fig. 7 are listed
in Table 2. Smaller values for all metrics indicate better layout
quality, and the magnitude of values is related to the dataset scale. In
each group with a specific dataset and a metric, we mark the outlier
values of extreme poor performance in red that lead to confusing
layouts, mainly based on the outlier detection algorithm in the
boxplot. Values of best performance in each group are highlighted
in bold font. Since our goal is to strike a better balance between

TABLE 2: Quantitative evaluation results. Smaller values indicate
better performance in specific metrics. Outliers are marked red, and
values of the best performance are highlighted in bold font.

Dataset Method Nsp Noc Ec Go H C

Les Misérables

F-R 0.076 0.000 0.027 0.009 0.500 0.343
PH 0.051 0.000 0.025 0.002 0.302 0.166
graphTPP - - - - - -
DRGraph 0.150 0.068 0.119 0.189 1.043 0.732
GraphTSNE - - - - - -
GEGraph(node2vec) 0.058 0.000 0.027 0.000 0.220 0.217
GEGraph(node2vec-a) 0.051 0.000 0.028 0.000 0.174 0.134

Webkb

F-R 0.158 0.158 0.011 0.411 0.775 0.707
PH 0.256 0.067 0.005 0.326 1.118 0.667
graphTPP 0.038 3.508 0.214 0.000 0.034 0.015
DRGraph 0.232 0.310 0.006 0.332 1.174 0.707
GraphTSNE 0.265 0.095 0.028 0.185 1.116 0.488
GEGraph(node2vec) 0.084 5.396 0.014 0.385 0.806 0.719
GEGraph(node2vec-a) 0.109 0.021 0.069 0.007 0.268 0.143

Facebook

F-R - 2.061 0.068 - - -
PH - 0.820 0.066 - - -
graphTPP - 1.693 0.192 - - -
DRGraph - 0.493 0.088 - - -
GraphTSNE - - - - - -
GEGraph(node2vec) - 6.732 0.090 - - -
GEGraph(node2vec-a) - 0.120 0.060 - - -

Science

F-R 0.075 0.103 0.003 0.018 0.661 0.386
PH 0.098 0.000 0.004 0.007 0.502 0.171
graphTPP - - - - - -
DRGraph 0.083 0.355 0.003 0.033 0.676 0.285
GraphTSNE - - - - - -
GEGraph(node2vec) 0.051 0.145 0.003 0.003 0.566 0.275
GEGraph(node2vec-a) 0.051 0.147 0.003 0.002 0.458 0.229

Cora

F-R 0.099 0.571 0.004 0.419 1.268 0.751
PH 0.206 0.407 0.004 0.232 1.210 0.488
graphTPP 0.098 0.126 0.027 0.101 0.548 0.386
DRGraph 0.155 0.207 0.002 0.209 1.043 0.388
GraphTSNE 0.184 0.067 0.004 0.202 0.934 0.319
GEGraph(node2vec) 0.115 0.120 0.019 0.025 0.550 0.254
GEGraph(node2vec-a) 0.092 0.131 0.014 0.009 0.402 0.111

Citeseer

F-R 0.202 0.299 0.003 0.446 2.041 0.770
PH 0.234 1.347 0.004 0.347 1.271 0.507
graphTPP 0.095 0.087 0.029 0.028 0.444 0.148
DRGraph 0.241 0.258 0.001 0.422 1.580 0.590
GraphTSNE 0.203 0.079 0.002 0.319 1.197 0.452
GEGraph(node2vec) 0.091 0.191 0.028 0.005 0.328 0.163
GEGraph(node2vec-a) 0.079 0.158 0.014 0.004 0.220 0.044

aesthetic and exploration goals, we expect a good visualization
to perform well on both sets of metrics, at least well on one
dimension but also above average on the other. Some algorithms
can achieve the best score in a set of metrics but have outlier valves
in other metrics, so the resulting layout is still confusing or not
community-aware.

Exploration-related metrics (Go, H, and C): The metrics
measure community awareness of the layouts, which is vital for
graph exploration. Compared with other methods, it is evident
that GEGraph (node2vec-a) achieves the best performance in most
communities-based cases. An exception is graphTPP with the
Webkb dataset. It clusters nodes into visible communities, so the
corresponding community-related metrics are small. However, the
nodes in the community are too dense (Fig. 7), leading to outlier
metric values of node occlusion and edge crossing, which is mainly
due to the ignorance of the graph topology. Similar cases are also
seen with F-R, PH, and the node2vec-based GEGraph (node2vec).
Without attributes considered, they mostly achieve relatively high
values in exploration-related metrics and can hardly produce
community-aware visualizations. The visualizations generated by
GraphTSNE do not strike a good balance between aesthetic and
exploration goals, even though they take into account the graph
connectivity and node attributes. As shown in Fig. 7, the nodes are
evenly distributed compared to GEGraph (node2vec-a)’s results,
and the community information is not obvious.

Aesthetics-related metrics (Nsp, Noc, and Ec): GEGraph
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(a) Distribution of participants’ selection

(b) User ratings of exploration applications with a 5-point Likert scale

Fig. 8: Results of the user study.

(node2vec-a) is superior to others in terms of Nsp because the
introduction of attributed graph embedding makes related nodes
gather closely and the communities are distinguishable. GEGraph
(node2vec-a) performs well on Noc and Ec with small datasets (e.g.,
Facebook) and has a not bad performance with large datasets (at
least there are no outliers). So the layouts’ community awareness
comes at the cost of a small increase in node occlusions and edge
crossings on top of the visualizations remaining visually appealing.
F-R, PH, graphTPP, and DRGraph include outliers in terms of Noc
with specific datasets, which lead to the nodes placed in a compact
form. GraphTSNE has no outliers on the metrics but most values
are at an intermediate level, so the communities are not visually
distinguishable enough, and there is still some clutter in the layout.

Overall, GEGraph outperformed on the metrics, especially on
the community-related metrics. The generated visualizations can
highlight community information while retaining the aesthetics of
the layout.

7.4 User Study

We conducted a user study for human-centered evaluation. We
recruited 12 participants (5 females and 7 males) who had experi-
ence in data analysis, covering university students, data analysts,
and software engineers. We reorganized the visualizations of each
dataset in Fig. 7 by pairing the results from GEGraph and each of
the other methods. In the study, we first explained the underlying
graph data and then showed participants the layout pairs (the order
was random) through an questionnaire. For each visualization, users
can zoom in to observe the graph structure and semantics. Finally,
we asked them to compare the listed visualizations and answer the
following questions on the questionnaire.
(1) Which visualization do you think is easier to explore clusters?
(2) Which visualization is more visually appealing?
(3) Which visualization better helps you understand the graph?
(4) Which visualization will you choose for further analysis?

After that, we showed the two applications (node aggregation
and related nodes searching) and asked the participants to freely try
with graph datasets in Table 1. They were allowed to use a mouse
to interact with the graph on a laptop as described in Section 6 and
then answer the following 5-point Likert scale questions:
(5) Node aggregation can give a good overview of the underlying
graph layout.
(6) The design of node aggregation can help me explore graphs.

(a) Les Misérables dataset (b) Science dataset

Fig. 9: Use cases. (a) Nodes of major characters in Les Misérables
are labeled with character names; (b) Representative subdisciplines
in major discipline groups are labeled with names.

(7) Related nodes searching can give appropriate results based on
the three strategies.
(8) Related nodes searching can help me explore graphs.

Fig. 8(a) shows the distribution of participants’ selection of
better visualizations. The results indicate that the participants rated
GEGraph better in most pairs, considering community preservation,
aesthetics, and exploration goals. Several participants commented
that they made a decision quickly and found the results of GEGraph
better in most cases. Some also mentioned that they need to
compare the details of the two graphs carefully to give a final
decision in the cases GEGraph fails. Fig. 8(b) presents user
ratings of the two graph exploration designs with a 5-point Likert
scale, which indicate the high usability of the examples. Most
participants showed great interests in using the applications to
explore graphs. Several of them praised for the design of integrating
node aggregation with Focus+Context interactions, which enables
users to explore details within the global content. Some participants
commended that they can obtain different insights from the three
strategies in related nodes searching.

7.5 Case Studies

Les Misérables: This is a graph of characters from the novel Les
Misérables. An edge in the graph linking two nodes indicates that
the two characters appear in the same chapter. Nodes are labeled
with groups in that the characters are involved. Fig. 9 (a) shows the
layout generated by GEGraph, and some nodes are labeled with
the character names. Valjean is the central character of this novel,
and many other nodes are linked to this node, so it is placed at the
center of the layout. Myriel, Cosette, Marius, and Fantine are some
other important characters, and they are directly linked to Valjean,
but they are in different plots, so they are placed in different
communities. Additionally, Cosette and Marius are married in the
story, so they are relatively close in the two communities.

Science: This graph is a map of subdisciplines of science,
where nodes are the disciplines and edges represent that there exist
inter-disciplinary works published between them. Each subdisci-
pline belongs to a major discipline. We label nodes with the highest
degree in each community. In Fig. 9 (b), the overall relations of the
subdisciplines are intuitive. In detail, Semiconducting Materials
and Data Mining are both about computers, so the disciplines they
belong to are connected, and the communities are placed closely.
Protein Science, Clinical Cancer Research, Hospital Financial
Management, and Psychosis are all about medical science, and
these communities are placed closely in the layout.
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Fig. 10: Combination of different layout and embedding methods
in our flexible pipeline with the Les Misérables dataset. Embedding
methods are DeepWalk, LINE, node2vec and struc2vec, and layout
methods are K-K, F-R and SGD.

8 DISCUSSION

Transferability to more embedding methods and layout algo-
rithms. According to the flexible design of our pipeline, various
graph embedding methods can be leveraged to enhance the graph
layout result, and the F-R algorithm can also be replaced. Illustrated
with examples, as shown in Fig. 10, we use DeepWalk [57],
LINE [69], node2vec [27], and Struc2vec [59] as embedding
methods, and K-K [37], F-R [19], and SGD [90] as layout
algorithms. Though these methods are based on different principles,
all of them can process weighted undirected graphs, and thus any
of the embedding and layout methods above can be combined
arbitrarily. Considering the effect and efficiency, we finally chose
the combination of node2vec-a and F-R based on our analysis.
However, we argue that this combination is not always superior, and
we hope future work can find more effective and efficient choices,
applying some advanced attribute-first embedding methods [89],
[15], [21], [86]. It would also be interesting to investigate whether
a well-adjusted choice of modules for embedding and layout
can improve the results significantly. Additionally, we note that
GEGraph does not explicitly strive for minimizing edge crossings,
which is mainly due to the use of F-R algorithm [19]. In the future,
we can integrate other layout algorithms in the pipeline for certain
aesthetic goals (e.g., reduce edge crossings, make edge lengths
uniform, etc.).
Scalability and time cost. Although graph extension in our
pipeline will increase the graph size, the newly introduced virtual
nodes are only processed by the embedding method. The layout
calculation process handles the graph with the same size as the
original one. Fig. 11 shows the time cost of our method with
different datasets in the computation environment described in
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Fig. 11: Time cost analysis. (a) displays the seconds of each
processing part. (b) is the percentage diagram of in (a). Small
graphs can be handled rapidly, and the extra time introduced by
embedding accounts for a small proportion in large graphs.

Section 7.1. In small datasets, the total time cost is small (< 1s),
and the proportion of extra time introduced by embedding to the
total time cost decreases with the increase of the data scale. In most
situations, the time cost is acceptable for achieving a significantly
improved layout result. Additionally, our embedding method uses
the random walk strategy to sample the graph. If switching to
matrix factorization-based embedding methods (e.g., HSCA [88])
or deep learning-based layout algorithms (e.g., GraphTSNE [46]),
the time cost will be more considerable. Furthermore, optimized
embedding methods can be used with small iteration parameters for
time-sensitive situations. Users can also adopt a heavy but accurate
embedding model to achieve higher practicability [89], [15]. It is a
trade-off between time and quality.

Degree of automation. Our approach does not require users
to manually fine-tune the graph layout like PH [68] and Mag-
netViz [66], nor does it need to adjust complex parameters like
DRGraph [93] (including the size of k-order nearest neighbors, the
number and weight of negative samples, the iteration number, etc.).
Compared to methods that rely on interactive manipulations [65],
[66], [36], [68], our approach is self-automatic. Graph embedding,
integrating, and layout involve a small set of parameters, as
described in Section 7.1. In general cases, GEGraph can achieve
desirable results with a default configuration of parameters, which
was tested on a variety of datasets covering different connectivities
(connected and non-connected graphs), attribute types (node
with single, multiple, or no attributes; nominal and quantitative
attributes), data sizes (tens to thousands of nodes or edges), etc. A
major parameter modification is only required when conducting
precise adjustments.

Graph type. In our pipeline, all the experiments are conducted on
the undirected graph, so the similarity matrix and adjacency matrix
can be summed. However, for directed graphs, the adjacency matrix
is not symmetric. The calculation of the embedding-enhanced
adjacency matrix in our approach will be invalid. So the algorithm
should be further reconsidered to support more types of graphs
(e.g., directed graphs, weighted graphs, and dynamic graphs).
For example, we can modify the adjacency matrix to include
edge directions, incorporate weights into the similarity matrix, or
introduce a new matrix to encode more information. Additionally,
our discretization of continuous attributes introduces a certain
information loss. In the future, we can explore how to better embed
continuous attributes for more fine-grained similarity comparisons.
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9 CONCLUSION

We propose a flexible embedding-based pipeline to support graph
exploration. First, we leverage visualization-oriented graph em-
bedding to encode structure and attribute information into feature
vectors. Second, we present an embedding-driven layout method,
which can achieve aesthetic and community-aware visualizations.
Third, we design two example applications for graph exploration,
a layout-preserving aggregation approach and a related nodes
searching method. The quantitative and qualitative evaluation
results confirm the effectiveness of our approach. The pipeline can
also be extended to integrate other embedding methods and layout
algorithms and develop more interesting exploration applications.
In general, this paper introduces some attempts for embedding-
guided graph exploration. We wish that it could inspire new
thoughts in the community.
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